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Artists try to understand how we see, sometimes explicitly

exploring rules of perspective or color, visual illusions, or

iconography, and conversely, scientists who study vision

sometimes address the perceptual questions and discoveries

raised by the works of art, as we do here.
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The integration of visual art with the experimental study of

vision has its roots in formal analysis of painting, but this

approach has gone out of vogue in art-historical circles

because it ignores the impact of cultural context on art

appreciation. Advances in our understanding of how the

brain works have resuscitated interest in linking art with

vision science. Here we review some of these new links,

with the caveat that we will not address visual aesthetics,

but rather some nuts and bolts of making and looking at art,

in an endeavor to enrich our understanding of art ‘in much

the same way as a knowledge of bones and muscles has for

centuries enhanced the ability of artists to portray the

human body’ [1]. Some recent studies may even illuminate

why cultural context is so important in visual art.

When we look at the world, or at a work of art, our eyes,

and our visual attention, are constantly and alternately

moving and fixating [2]. Our fixations are not randomly

distributed across a scene, but rather concentrate on

key regions—to a first approximation, on the areas of

high local contrast [3]. The visual machinery that directs

the eyes where to look can have two impacts on art. On

the one hand, artists have developed techniques to direct

your gaze; on the other hand, the unconscious machinery

directing the gaze of the artist may influence which parts

of the scene the artist portrays or emphasizes. Leonards

et al. [4] have argued that Renaissance artists used gold for

its special reflective quality under candlelight to control
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the viewers’ gaze. The authors argue that ‘the glow of the

gold induced shifts in fixations to symbolically important

regions of the painting’ (Figure 1). Candle illumination

introduces areas of local contrast that is not apparent

under daylight conditions—the thin lines of gold extend-

ing into the bodies of the two subjects. It is these regions

that show increased fixations under low illumination,

raising the possibility that the viewer’s gaze and attention

are drawn to these regions not because of their symbo-

lism, as Leonards et al. argue, but rather because of their

low-level visual salience.

Eyes are especially potent in attracting the gaze, both

because of their behavioral significance and because they

are the regions of high local contrast. Tyler [5�] examined

265 portraits spanning the past 600 years and found a

strong tendency for one eye to be centered on the vertical

midline of the painting (Figure 2). A recent critique of

Tyler’s observations asserts that ‘one eye tends to be

relatively close to the vertical midline because of geo-

metric constraints on the placing of a relatively large

object, the head, within a pictorial frame’ suggesting that

there is no behavioral significance to eye-centering [6�].
But a careful analysis shows that heads in portraits do not

tend to be centered within the picture frame, but rather

slightly offset [5�,7] (Figure 2, bottom panel). The bi-

modal distribution of nose position indicates that center-

ing one eye has a stronger influence than predicted from

simply centering the head (Figure 2, bottom panel). Eye-

centering may have its roots in ‘hidden principles [that]

are operating in our aesthetic judgments,’ as argued by

Tyler, or it may simply reflect the fact that the artists

themselves are fixating on one eye (because you can only

look at one eye at a time) and placing it in the center of

the canvas because, absent any other visual cues (as the

blank canvas appears to the artist), the center is where we

look. Moreover, the centered eye is usually the nearer of

the two and therefore the most salient.

The tendency for eye-centering has become less pervasive

in the 20th and 21st centuries [6�]. A random selection of

Picasso’s portraits, for example, contains only one with a

centered eye (the bottom one in Figure 3). Following the

artistic imperative of continuous innovation, avant-garde

movements, like those led by Picasso, sought for ever new

modes of expression and generated a self-conscious break

not only with traditional modes of representation but also

with traditional methods of production. Artists have

become increasingly aware of (and in some cases averse

to) the human constraints on art making; as a result,

some contemporary artists have attempted to delineate

forms according to pre-determined formulas, as in Sol
www.sciencedirect.com
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Figure 1

The Annunciation (1311) by Duccio in daylight (top) and candlelight

(middle). Bottom shows fixation regions in daylight (green) and

candlelight (red). From reference [4].

Figure 2

Portrait of a Woman (1895) by Raja Ravi Varma. Bottom panels

quantify the eye-centering (top) and bi-modal head distribution (bottom)

in 600 years of portraits. Bottom panels from references [5�,7].
Lewitt’s instructions for wall drawings, Roxy Paine’s sculp-

ture machines, which extrude impersonal factory-made

objects, and Yoko Ono’s Sky TV, which is a movie gener-

ated by training a camera on a pre-determined plot of sky.

This kind of work is often invested with a heavy conceptual

weight, though perhaps not surprisingly, many find it

aesthetically wanting and question its claim to art [8].

Because we have high acuity for only the small region of

the visual field occupied by the fovea, in order to generate

the perception that the entire world in front of us is seen

at high resolution, we constantly shift our eyes from one

location to the next, maintaining in visual memory a series

of retinal snapshots. The brain’s representation of eye

proprioceptors was recently discovered [9], raising the

possibility that humans could use proprioceptive infor-

mation from the accommodation muscles of the eyes as a

rough gauge of depth, like chameleons do [10]. Such

proprioceptive information may be part of the ‘muscle

memory’ that artists describe as so important in image

making. Of course, there are other cues to depth, one of

which, motion parallax, requires movement of the view-

er’s head and another, stereopsis, requires precise align-

ment of the two eyes. Neither of these depth cues is

available to the artist who sets out to make a flat static

image. Artists must exploit other monocular cues, like
www.sciencedirect.com
perspective, shading, and occlusion. People who lack

stereopsis may actually have better access to these mon-

ocular depth cues: A survey we conducted shows that

artists, including Rembrandt, are more likely to be stra-

bismic than non-artists [11,12].

One consequence of having the eyes, and even the head,

in constant motion is that one-point perspective is not
Current Opinion in Neurobiology 2007, 17:476–482
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Figure 3

Figure 4

Still Life with Commode (1887–1888) by Paul Cezanne.

Current Opinion in Neurobiology 2007, 17:476–482
maintained. This may account for the technique of cer-

tain artists to generate images that lack a coherent single-

point perspective. Cezanne’s still lives often depict

different regions and often different parts of the same

object, from different perspectives. The green jar in his

Still Life with Commode (Figure 4) is an example: In reality,

one would have to be looking down on the scene in order

to see the opening of the jug as an ellipse; from this

perspective, the bottom of the jug should be more circular

than the top, not less as Cezanne depicts it. As with the

eye-centering, one wonders whether this is a conscious or

unconscious aesthetic trope, or whether it simply comes

as a byproduct of painting from life, where the artist’s

eyes and head are in constant motion, governed by

regions of interest and biased by meaning, unconstrained

by the ‘correctness’ in painting advocated by Leonardo da

Vinci [13]—the jug sits securely on the table, so the

bottom of it must be flat; we pour liquids out of the

jug, so the top must be round.

A recent study found that autistic children are not subject

to the same cognitive biases: they depict a circle viewed

from the side accurately, as an ellipse, while age-matched

controls tend to depict it as more circular than it should be

[14] (see also references [15,16,17�]). That is, normal

children impose on their drawings their knowledge

about the three-dimensional shape of the object, rather

than reproducing the true flat projection the object casts

on their retinas, whereas autistics can sometimes draw
(Figure 3 Legend ) Several portraits by Picasso (right), and

photographs of each subject (left): From top: Jacqueline Picasso

(1957), Jacqueline Picasso (1955), Marie-Thérèse Walter (1936),

Françiose Gilot (1946), Emilie Marguerite Walter (1939), Ambroise

Vollard (1910), and Wilhlm Uhde (1910).
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three-dimensional objects remarkably accurately. Autis-

tics’ drawings are typically of non-biological subjects, and

usually mechanical, rich in perspective. Nevertheless,

these drawings rarely abide by a single-point perspective,

showing instead multiple perspectives, each consistent

for only a local region or object in the scene [18�], a scale

that may match, and be governed by, the size of the region

of the scene that is in the center of gaze at one time. What

we find astonishing about these drawings is that they,

like Cezanne’s painting, can look quite accomplished—

we are not put off by the lack of single-point perspective.

Some contemporary artists, aware that the constraint of

single-point perspective is unnecessary for image recog-

nition, make images that flagrantly violate the expected

one-point perspective rules. David Hockney, for exa-

mple, has pushed the idea of multiple perspectives in a

single image to an extreme, depicting a chair that is still

recognizable and exists in depth (Figure 5).

That Cezanne’s jug and Hockney’s chair are still recog-

nizable support Cavanagh’s arguments that the rules that

govern vision do not adhere to those of traditional physics,

but rather an ‘alternative’ physics, which can reveal

fundamental features about how our visual systems func-
Figure 5

Chair Jardin de Luxembourg (1985) by David Hockney.
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tion [19��]. Our tolerance of multiple points of view in a

single painting suggests that one characteristic of this

alternative (psycho) physics is that depth cues are pro-

cessed locally; that is, it is not necessary for the perspect-

ive cues to be consistent across the entire image. This

idea is consistent with the plausibility at first glance of

impossible figures, like Penrose’s triangle, and with

observations from psychophysics and neurophysiology

that figure-ground segregation, depth ordering, and sur-

face stratification are processed at early stages in the

visual system, where receptive fields are small and pro-

cessing is necessarily local [20–27].

Artistic depictions of shadows, transparency, and reflec-

tions are other examples of Cavanagh’s alternative phy-

sics (Figure 6). Depth-from-shading cues need not be

consistent across an entire image. Shadows are conspicu-

ously absent from art until relatively recently [28], but

even when artists began to depict them, the shadows

generally would not arise under physically plausible light-

ing conditions. Therefore, our brains do not rely on the

physics of the real world to interpret shadows [29].

Furthermore, our brains do not even require the wave-

length composition of shadows to be consistent with

plausible illumination conditions: We simply require local

regions to be relatively darker, and of relatively desatu-

rated color [30]; in fact, the shadow itself can be of any

color as long as these rules are met, as the Fauvists

showed, and Kingdom et al. recently confirmed [31].

One reason why shadows, perspective, and reflection may

not need to be physically accurate for an acceptable

impression of depth, transparency, or shine is that

the visual system evolved under conditions in which

these features are not stable and not consistent within

a scene over time: Shadows change as daylight changes

(hence the inconsistencies of shadows in impressionist

paintings, which were often painted outdoors over a

stretch of time during which the sun and shadows move);

similarly, perspective and reflections change second to

second as we move our eyes across a scene. Therefore,

there would have been little biological benefit to incorp-

orate the rules for global perspective or illumination into

our visual computations. Furthermore, since the world is

generally lawful, it would be unnecessary to have mech-

anisms for rejecting possibilities that are inconsistent with

the laws of physics. Instead, our interpretation of the

three-dimensional organization of a scene is generated by

stitching together multiple impressions, each localized to

the region centered on our gaze direction. The fragmen-

ted nature of seeing makes the discovery of single-point

perspective, and the subsequent obligation of paintings to

conform to it, a remarkable demonstration of the power of

connoisseurship and of the importance of cognitive func-

tion (learning) in aesthetic appreciation. Rules like one-

point perspective must be learned, and they do not even

require visual experience, as shown by the ability of a
Current Opinion in Neurobiology 2007, 17:476–482
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Figure 6

(Left) Colliding shadows in Lorenzo di Credi’s Annunciation (1480–1485). (Right) Impossible reflection in Vermeer’s Young woman with a water jug (ca.

1662).
congenitally blind artist to generate perspective drawings

complete with accurate foreshortening [32]. The import-

ance of learning is, of course, not restricted to visual

aesthetics, as the example of tonal unity in music shows:

Naı̈ve listeners are hard-pressed to notice (or care) if a

piece of music begins and ends in a different key, but

since its discovery, coincidentally around the same time

as perspective, tonal unity has become an important

ordering principle in music [33]. By analogy with

perspective, which is effective on small local spatial

scales, the experience of tonal closure is ‘restricted to

fairly short time spans’ [34].

As we move our eyes over an image, not only is our gaze

direction non-random, but consequently so is our attention

and our information intake. Therefore, those parts of an

image that are more salient generate more neuronal

activity, not only in low-level visual areas but also in higher

level regions of our visual system, regions concerned with

object representation and memory. Some parts of an image

are more strongly represented in our brains: object versus

background, face versus torso, figure versus tree. Drawings

often reflect these mental representations as biases, or even

inventions. For example, naı̈ve subjects often draw objects

with no background, 3-D objects to show more than would

be visible from a single viewpoint, faces as round with no

forehead, smiles as curving upward, and children with the

proportions of miniature adults. These representations

probably reflect efficiency in the way in which our brains

represent just behaviorally relevant aspects of our visual

worlds. The fact that such mental representations can

affect the structure of a drawing, even one made using

direct observation, shows the importance of feedback
Current Opinion in Neurobiology 2007, 17:476–482
connections from high-level cognitive areas, back to lower

level stages of visual processing, shaping our perceptual

experience. Recent physiological studies have begun to

explore the ways in which top-down rules generated

through experience can alter the response properties of

neurons at various stages of visual processing [35,36] and

sculpt gross patterns of brain activity [37–39]. What

restricts the set of features or categories to which we can

become expert is yet unresolved. Comparative studies of

art produced by different cultures may shed some light on

the universality of iconography—lines, for example, are

used in every culture to represent contours. Such studies

may in turn shed light on the nature of neural plasticity.

Certain types of expertise, like our ability to recognize

faces, are astonishingly good considering the difficulty of

the task; humans and macaques have developed special-

ized neural machinery for detecting and recognizing faces.

Such target selectivity must be generated via hierarchical

stages of neural processing, beginning in the retina with a

sensitivity to discontinuities, and then in V1 with a sensi-

tivity to contour orientation and so on [40]. Recent phys-

iological discoveries at an intermediate stage of visual form

processing, in area V4, before the neural representation of

faces, have shown how these basic elements are combined,

establishing a sensitivity to curvature and to feature com-

binations [41]. In the same way we can understand the

significance of lines in art in terms of the orientation

selectivity of V1 neurons, vision scientists will probably

uncover guiding principles in the establishment of more

complex forms in V4 and how these can account for artistic

representations of shape. A recent study has shown that late

Bronze Age wall paintings are constructed from a limited
www.sciencedirect.com
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set of stencils [42], which yield shapes that are recognizable

as animals to us today, almost four thousand years later.

The organizing principles must be highly conserved and

possibly evident in early stages of form vision, perhaps in

V4. By closer examination of art, we may discover more of

the neural foundations of such ‘gestalt’ form principles that

make images recognizable despite lacking ‘color, texture,

linear perspective, and completeness of representation’

[43].

Recent studies have begun to reveal how the brain

encodes faces. Psychological studies have identified

important features: eyes, mouths, and surprisingly eye-

brows [44]; noses and foreheads seem less important. One

need not look further than emoticons and caricatures to

acknowledge that artists have figured this out already

(Figure 7). Sinha et al. have shown that faces in which the

unique features are exaggerated are recognized as well or

better than veridical representations [45��]. Costa and

Corazza have shown that eyes and lips are particularly

susceptible to such exaggeration [46]. Artists often exag-

gerate some features while ignoring others in order to

capture the essence of their subject (Figure 3). These

distortions presumably reveal something about the way

the artist’s brain represents the face of each sitter. Artists

often say that a few signature lines hold a portrait

together—the line formed by the lips, the hairline, the

cheek bone, the jaw line, and the brow; one can identify

these in Picasso’s portraits and how he exaggerated them

to better represent his subjects. The portraits of people

Picasso knew well are critically acclaimed to be his best—

he even joked that he did not need these subjects to sit for

him; he would just do their portraits from memory. And

yet he famously struggled for days on end with his portrait

of Gertrude Stein, whom he did not know very well,

revealing how important extended exposure is, both in
Figure 7

Emoticons. Who cannot determine the expressions even though there

are no noses, foreheads, and the resolution is low?
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developing expertise for particular faces and in generating

an awareness of what makes each face unique. Picasso’s

portraits are remarkable for many reasons: in some, for

example, he combines both exaggeration and the use of

multiple perspectives. Although often grotesque, these

portraits are nevertheless recognizable (Figure 3). Portrait

artists also underscore the importance of the outer shape

of the face. In each portrait, even the multi-perspective

one, Picasso pays particular attention to the outer con-

figuration of the faces, even if the internal features are

grossly exaggerated. In their ‘president’ illusion, Sinha

and Poggio [47,48] go further: They replace all the

internal features of the two most recent vice presidents

with the internal features of their respective presidents—

a radical alteration, yet one that barely interferes with our

recognition of the vice presidents. With the recent identi-

fication of clusters of face-selective neurons in macaque

brain [49], vision scientists can begin to test which fea-

tures are relevant to neural encoding of face identity and

how these neurons do it, perhaps using the success of

caricatures as a guide.

Formal analysis: A detailed description of the formal

qualities of an art object (formal, related to the form),

characterizing the individual design elements such as

composition, color, line, texture, scale, proportion, bal-

ance, contrast, and rhythm.
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